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Resumen

La Inteligencia Artificial (IA) ha transformado diversos procesos
sociales y cientificos, entre ellos, la investigacion en psicologfa.
Si bien su uso optimiza tareas como la busqueda de
informacion, el analisis de datos y la redaccion académica,
también plantea importantes retos cognitivos, especialmente
para investigadores en formacion. Este ensayo reflexiona
criticamente sobre los beneficios y riesgos asociados al uso de
la 1A en el campo investigativo, destacando posibles impactos
en el razonamiento, la toma de decisiones y el pensamiento
critico. A partir de este andlisis, se hace una propuesta
educativa orientada al fortalecimiento de habilidades
cognitivas clave, con el fin de promover una integracion
consciente, ética y responsable de la IA en la investigacion
psicologica.

Palabras clave: Inteligencia artificial, pensamiento critico,
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Abstract

Artificial Intelligence (Al) has transformed various social and
scientific processes, including psychological research. While its
use optimizes tasks such as information search, data analysis,
and academic writing, it also poses significant cognitive
challenges, especially for researchers in training. This essay
critically reflects on the benefits and risks associated with the
use of Al in research, highlighting potential impacts on
reasoning, decision-making, and critical thinking. Based on this
analysis, an educational proposal is made aimed at
strengthening key cognitive skills, with the aim of promoting a
conscious, ethical, and responsible integration of Al into
psychological research.
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Introduccion

En la actualidad, la Inteligencia Artificial (IA) ha transformado de manera significativa la forma en
que la sociedad accede a la informacion, ejecuta procesos complejos e incluso toma decisiones
en diversos sectores. Ambitos como la salud, la educacién y el mercadeo han incorporado
herramientas digitales capaces de procesar grandes volumenes de datos y ofrecer soluciones
con rapidez y eficiencia (Song et al.,, 2024; Kauttonen et al,, 2025). Este avance también ha
comenzado a impactar el campo de la investigacion cientifica, facilitando tareas como la revision
de literatura, el analisis de datos y la redaccion de informes, generando una mayor rigurosidad
en su calidad y eficacia para las revistas cientificas (Gao y Wang, 2023).

Este panorama se presenta como atractivo para la comunidad académica, en especial para
estudiantes y personas jovenes que se enfrentan por primera vez a la complejidad del proceso
investigativo. No obstante, aunque existan beneficios reportados, el uso indiscriminado de esta
herramienta digital puede desencadenar en problemas éticos y retos a nivel cognitivo (Park et
al., 2024; Gonzalez-Ciriaco y Medina-Marin, 2023). Es por esto que se considera relevante que,
en espacios de aprendizaje de la investigacion, la integracion de la IA pueda ser mediada por el
razonamiento para la toma de decisiones.

Este ensayo explora los retos cognitivos que surgen cuando la IA se emplea como sustituto del
investigador, en lugar de como herramienta mediada por su juicio critico. Para ello, se abordan
los conceptos de pensamiento critico y la toma de decisiones, desde la psicologia cognitiva y la
epistemologfa de la ciencia, como conceptos que permitirian mitigar las consecuencias del uso
de la IA en las personas y potenciar su uso en la investigacion. Como punto final se presenta
una propuesta educativa que integre esta perspectiva en las aulas, donde el docente actue
como mediador de la misma.

Desarrollo

Impactos de la IA en |los procesos investigativos

Dentro de las herramientas que agilizan y optimizan distintas fases del proceso cientifico se
encuentran algunas altamente conocidas como ChatGPT o ChatPDF, asi como otras de uso mas
especializado en el ambito académico como, Perplexity y ResearchRabbit. Estas plataformas
permiten acceder rapidamente a informacion académica, resumir articulos extensos, generar
redes de coautorias y explorar referencias bibliograficas relevantes. Asimismo, resultan de gran
utilidad para la creacion de instrumentos y técnicas de recoleccion de datos (Franga, 2023).
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Ademas, estudios recientes en programas de doctorado indican que el uso de IA en el proceso
investigativo con herramientas como ChatGPT y NVivo mejoran la productividad, automatizan
tareasy promueven enfoques interdisciplinarios (El Hani et al., 2025). Por otra parte, Gaoy Wang
(2023) indican que articulos desarrollados con apoyo de la IA tienden a recibir mayor nimero
de citaciones. Este panorama se presenta como atractivo para la comunidad académica, en
especial para estudiantes y personas jovenes que se enfrentan a la complejidad del proceso
investigativo por primera vez.

Asimismo, el campo de la psicologia ha incorporado la IA no solo para fortalecer el diagnostico
y el seguimiento en ansiedad y depresion, sino también para profundizar en el analisis del
comportamiento humano mediante procesamiento de lenguaje natural y modelizacion de
datos. Un potencial que exige discernimiento critico para evitar comportamientos automaticos
acriticos (Chen et al.,, 2024; Gordon y Turnbull, 2024).

Sin embargo, la facilidad y accesibilidad que brindan estas herramientas también genera un
escenario de potencial riesgo: la tentacion de delegar en la IA procesos que exigen un
razonamiento critico, ético y metodologico propio del investigador, sobre todo si se encuentra
en fase de formacion. Por lo tanto, surge una pregunta clave ;qué pasa si el investigador no
aplica pensamiento critico y sélo copia y pega, o si confia ciegamente en lo que la IA produce?

Retos cognitivos en el uso de la 1A

Con el fin de responder el cuestionamiento planteado anteriormente, es necesario considerar
los retos cognitivos que emergen cuando la IA se emplea como sustituto, en lugar de como
potenciador, del juicio del investigador. Uno de los principales riesgos es la delegacion excesiva
de procesos cognitivos fundamentales como la atencion, el razonamiento critico, la toma de
decisiones y la resolucion de problemas, los cuales son esenciales para garantizar la rigurosidad
metodoldgicay la validez de los resultados. Este fendmeno, se ha descrito como pereza cognitiva
(Gerlich, 2025), la cual ocurre especialmente cuando la descarga cognitiva se extiende a
funciones centrales del pensamiento investigativo, en lugar de limitarse a tareas instrumentales
como la busqueda o el formato.

Sin embargo, cabe reconocer, que el uso de la IA ha reportado beneficios reales vy
documentados como la resolucion de problemas, liberacion de carga cognitiva para tareas
superiores y mayor cobertura bibliografica (Jose et al., 2025; Gao & Wang, 2023). No obstante,
Su persistencia depende de que la IA actde como herramienta mediada por el investigador, no
como reemplazo de su autorfa cognitiva. Cuando esta condicion no se cumple, emergen efectos
adversos: menor activacion neuronal, reduccion en originalidad y dificultad para reconocer la
propia produccion (Kosmyna et al., 2025; Ovalle, 2025). En consecuencia, es crucial disefiar
intervenciones pedagogicas que promuevan una interaccion consciente, ética y criticamente
informada con la IA.
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Tipos de razonamiento y la toma de decisiones en la investigacion

Como propuesta que permita mediar el uso de la IAy la pereza cognitiva, se destaca la toma de
decisiones, la cual, en investigacion psicoldgica no se limita a elegir una metodologia o una
herramienta, sino que constituye un proceso deliberado y racional que exige evaluar las
consecuencias metodologicas, éticas y epistémicas de cada alternativa (Simon, 1997). Este
proceso esta intimamente ligado al pensamiento critico, entendido aqui no como una habilidad
abstracta, sino como un conjunto de competencias operativas que permiten interactuar con la
IA sin ceder la autoria cognitiva (van Zyl et al., 2020). En este sentido, se propone desglosarlo en
cuatro componentes clave: (1) critica de la fuente, (2) identificacion de sesgos algoritmicos, (3)
validacion contextual, y (4) usabilidad y originalidad. Estos conceptos se proponen como una
estrategia central para solucionar los retos anteriormente mencionados.

Los diferentes tipos de razonamiento funcionan como recursos cognitivos para ejercer esta
vigilancia critica. Por ejemplo, la critica de la fuente y la validacion contextual se apoyan en el
razonamiento natural (intuicion frente a lo improbable o contextualmente inadecuado) y en el
informal (analisis argumentativo de coherencia); la identificacion de sesgos algoritmicos requiere
razonamiento formal (evaluacion logica de consistencia) e informal (reconocimiento de falacias
discursivas); y la usabilidad y originalidad exige la integracion de los tres modos para reformular
criticamente la salida de la IA como insumo propio.

En primer lugar, el razonamiento natural, basado en la intuicion y la experiencia previa
(Kahneman, 2011), permite evaluar con rapidez situaciones novedosas, por ejemplo, cuestionar
una categorizacion simplista de la 1A sobre el sufrimiento posconflicto. El razonamiento formal,
por su parte, se fundamenta en estructuras logicas y reglas de inferencia valida (Ennis, 2011), y
desempefia un rol central en la formulacion de hipotesis y la evaluacion de coherencia teodrica.
Por ultimo, el razonamiento informal exige habilidades avanzadas de andlisis y construccion
argumentativa (Walton, 2006), esenciales para interpretar discursos humanos donde la IA, por
su carencia de sensibilidad cultural y emocional, puede generar reduccionismos. Sin embargo,
el uso aislado de estos razonamientos conlleva riesgos: multiples estudios sefialan que los
investigadores humanos, incluso sin IA, estan expuestos a sesgos como el de confirmacion,
anclaje o representatividad, lo que puede derivar en decisiones apresuradas o interpretaciones
sesgadas (Prada-Murillo et al.,, 2022; Sanchez-Ordonez et al., 2025).

Estos modos no son arbitrarios, sino que emergen de tradiciones tedricas consolidadas. El
razonamiento natural se inscribe en la teoria del doble proceso (Kahneman, 2011; Evans &
Stanovich, 2013), donde corresponde al Sistema 1 (rapido, intuitivo, heuristico). El razonamiento
formal se ancla en la epistemologia normativa y la logica de la ciencia (Garcia-Madruga et al.,
2023; Zufiiga, 2025), y es central en el modelo hipotético-deductivo.
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El razonamiento informal, en cambio, se desarrolla en el marco de la teoria de la argumentacion
(Garcia-Madruga et al., 2023; Walton, 2006), especialmente relevante en disciplinas donde la
interpretacion contextual es constitutiva del conocimiento, tal como ocurre en la psicologia
cualitativa. A estos se suman los enfogques: inductivo, que estudia desde lo particular a lo general
y lo deductivo, que estudia desde lo general a lo particular, cuya integracion permite balancear
apertura empirica y rigor tedrico (Trochim, 2020).

La falta de equilibrio o ausencia entre estos modos incrementa la vulnerabilidad ante errores
cognitivos, con o sin IA. Por ello, su desarrollo no puede esperarse de forma espontanea. Por
esto, se ha encontrado que la estimulacion del pensamiento critico y la toma de decisiones se
han logrado fortalecer mediante trabajo colaborativo y mediacion docente (Lopez-juarez et al,,
2022; Leyes, 2023).

Esto sugiere que el docente asume un rol central: no como transmisor de conocimiento, sino
como mediador que estimula la reflexion sobre qué delegar a la IA y cudndo activar el
razonamiento critico, una funcion indispensable para garantizar que la integracion tecnoldgica
no se traduzca en erosion cognitiva. Esta mediacion puede estructurarse en torno a los cuatro
componentes del pensamiento critico propuestos, convirtiéendolos en criterios explicitos de
analisis en cada fase del laboratorio: desde la evaluacion de la fuente en la exploracion inicial,
hasta la construccion de originalidad en la fase final.

Propuesta educativa

En coherencia con lo anteriormente expuesto, y reconociendo la importancia de fortalecer las
habilidades de razonamiento y toma de decisiones en el investigador en formacion, a
continuacion, se presenta una propuesta educativa como resultado reflexivo de lo argumentado
en la Tabla 1. Su objetivo es estimular el uso consciente y critico de las herramientas de IA en la
investigacion en psicologia, promoviendo los distintos tipos de razonamiento (natural, formal,
informal, inductivo y deductivo) como recursos clave para la toma de decisiones ética y
metodologicamente solidas. La propuesta se estructura en tres fases articuladas en torno a los
cuatro componentes operativos del pensamiento critico: critica de la fuente, identificacion de
sesgos algoritmicos, validacion contextual y usabilidad-originalidad.

La estructura presentada en la Tabla 1, no solo busca el desarrollo puntual de competencias,
sino también sentar las bases para su transferencia a otros contextos investigativos, como la
elaboracion de tesis o articulos. Para ello, al final de cada fase se incluye una pregunta de cierre:
“sComo aplicarfas este mismo proceso critico, en relacion con los componentes mencionados
anteriormente (la critica de fuente, sesgos, validacion y la originalidad) en tu proyecto de
investigacion actual?”. Esta estrategia favorece la generalizacion intencional del aprendizaje.
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Tabla 1.
Propuesta educativa para el fortalecimiento del pensamiento critico y la toma de decisiones en investigacion

Fase Descripcién de la actividad Estrategia de fortalecimiento

Orientar la critica de la fuente y
validacién contextual: Es fiable este
modelo para esta tarea? ;Es coherente
la hipdtesis con el contexto
colombiano?

Busqueda de antecedentes y generacion
1. Exploracién de hipdtesis preliminares, por ejemplo,
inicial sobre “impacto emocional del conflicto
armado” usando IA (ChatGPT/Perplexity).

Promover la identificacion de sesgos
algoritmicos y articulacion de
razonamientos: ;Qué sesgos podrian
influir? ;Qué tipo de razonamiento
(natural/formal/informal) usaste para
detectar errores?

Evaluacion de los resultados de la |A:
2. Andlisis critico  identificacién de sesgos, inconsistencias y
|6gica argumentativa (inductiva/deductiva).

Fomentar usabilidad y originalidad:

3.Toma de Reformulacion auténoma de la hipdtesis . .
o . s ¢Coémo transformas esta salida en un
decisionesy integrando aportes de la IA y analisis . .
,, " argumento propio, con autorfa
construccién critico.

cognitiva?

Fuente: Elaboracion propia.

Reflexiones finales

La reflexion tedrica desarrollada a lo largo del escrito ha permitido demostrar que, aunque la IA
ofrece beneficios evidentes al optimizar tareas investigativas en psicologia, su uso sin
orientacion critica puede comprometer habilidades cognitivas clave. La tesis central: “la
necesidad de fortalecer el razonamiento y la toma de decisiones para integrar la IA de forma
critica y responsable”, queda argumentada de manera solida con base en la exposicion de
riesgos como la delegacion excesiva, los sesgos algoritmicos y la posible reduccion de la
estimulacion neuronal. De este modo, el ensayo cumple su funcion de defender y profundizar
esta idea, cumpliendo asi con su proposito analitico-reflexivo.

Agregando a lo anterior, existen estudios que apoyan los riesgos cognitivos mencionados en el
escrito, desarrollando conceptos como “cognitive off-loaded” que da una traduccion literal de
“descarga cognitiva”, lo que refiere a la tendencia a externalizar funciones cognitivas internas
como memoria, planificacion o analisis, en herramientas tecnoldgicas, para liberar carga mental.
El uso sostenido de herramientas como recordatorios digitales, buscadores o IA puede generar
beneficios inmediatos, pero también puede reducir la capacidad de activacion de procesos
cognitivos esenciales (Hu et al., 2019; Skulmowkski, 2023).
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Desde otra perspectiva, Sparrow et al. (2011), evidenciaron que, cuando las personas confian
en que la informacion serd almacenada electronicamente, su capacidad para recordar el
contenido especifico se reduce de manera significativa. En la misma linea, Grinschgl et al. (2021)
demostraron que esta externalizacion de la memoria puede mejorar el desempefio en tareas a
corto plazo; sin embargo, limita el aprendizaje duradero, dado que promueve una retencion
superficial de la informacion.

Por otra parte, se ha encontrado que los usuarios frecuentes de esta herramienta mostraban
una menor activacion cerebral, una reduccion en la creatividad y una creciente dependencia
hacia el sistema (Kosmyna et al,, 2025). Estos efectos fueron descritos como una forma de
“pereza cognitiva”, aludiendo a una disminucion en el esfuerzo cognitivo necesario para procesar
y generar ideas de manera autonoma. También, se advierte que una excesiva dependencia de
la IA puede debilitar tanto la consolidacion de la memoria como el pensamiento critico (Oakley
et al.,, 2025).

Para esto, se han encontrado propuestas que orientan al usuario a involucrarse activamente en
el razonamiento antes de aceptar una respuesta de la IA. Algunas de estas son intervenciones
que reducen la confianza excesiva mediante preguntas reflexivas (Buginca et al., 2021), o disefios
de interaccion que estimulan el pensamiento critico mediante perspectivas alternativas, no
respuestas directas (Yatani et al., 2024). Estas estrategias individuales cobran mayor sentido
cuando se inscriben en un marco pedagogico colectivo, donde la IA no sustituye la co-
construccion dialogica con pares y docentes, sino que la potencia (Leyes, 2024).

Asimismo, investigaciones en contextos educativos han evidenciado que las tutorias asistidas
por inteligencia artificial, especialmente aquellas que promueven interacciones de tipo dialogal,
favorecen la correccion de concepciones erroneas. No obstante, dichos beneficios tienden a
requerir refuerzos adicionales para mantener su impacto en el tiempo (Corbett y Tangen, 2025).
Constatando asi que, en contextos donde la implementacion no va acompafiada de reflexion
ética explicita se genera una percepcion de pérdida de control cognitivo, particularmente en
decisiones evaluativas (Valderrey-Londofio y Echeverria-Guzman, 2024). Por otro lado, enfoques
como los worked-examples (ejemplos resueltos, segun su traduccion al espafiol) o aquellos que
procuran un equilibrio en la carga cognitiva han mostrado ser eficaces, ya que brindan apoyo al
estudiante sin sustituir la activacion de estructuras mentales esenciales para el aprendizaje
significativo (Sweller, 2006; Sweller et al., 2011).

Este enfoque resuena con hallazgos previos en contextos formativos diversos, donde
intervenciones psicoeducativas han logrado fortalecer el pensamiento critico y la toma de
decisiones como habilidades transferibles frente a contextos de incertidumbre (LOpez-juarez et
al., 2022). No obstante, es importante sefialar que dicha propuesta no ha sido aplicada ni
evaluada empiricamente con estudiantes, lo cual constituye una limitacion del presente trabajo.
Al mismo tiempo, esta condicion abre una linea de investigacion futura orientada a examinar la
efectividad de la estrategia en el fortalecimiento del pensamiento critico y la toma de decisiones
responsables en estudiantes de psicologia que integran herramientas de IA en sus proyectos
académicos. Una primera aproximacion podria consistir en un disefio pre-post con grupo
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control, en el que se evalle el cambio en habilidades de analisis critico de hipdtesis generadas
por IA antes y después de la intervencion. Asimismo, seria valioso incorporar medidas
cualitativas (entrevistas o grupos focales) para explorar como los estudiantes perciben vy
articulan su rol cognitivo frente a la tecnologia.

Conclusion

Como conclusion, la toma de decisiones y el pensamiento critico se presentan como alternativas
fundamentales frente a los retos cognitivos que plantea la integracion de la 1A en la investigacion,
especialmente en el campo de la psicologia, donde el andlisis de la conducta humana exige altos
niveles de sensibilidad ética, metodoldgicay cognitiva. La propuesta educativa presentada busca
operacionalizar dichas competencias, permitiendo a los estudiantes en formacion vivenciar
criticamente los beneficios y limitaciones de la IA en contextos reales de investigacion.

Sin embargo, cabe sefialar que la investigacion humana jamas ha estado exenta de sesgos como
los de confirmacion, disponibilidad o publicacion, lo que implica que el desafio no reside en
contraponer o “humano” a lo “algoritmico”, sino en reconocer que ambos sistemas cognitivos
requieren vigilancia critica. En este sentido, el uso reflexivo y bien orientado de herramientas de
IA puede, bajo condiciones adecuadas, ampliar la cobertura bibliografica, reducir omisiones
involuntarias o incluso favorecer la interdisciplinariedad, tal como se ha observado en estudios
recientes.

No obstante, su implementacion y efectividad requieren validacion empirica. Futuras
investigaciones podrian evaluar rigurosamente su impacto en el desarrollo del pensamiento
critico y la toma de decisiones en estudiantes de psicologia, sentando asi las bases para
estrategias formativas escalables y sostenibles en programas de investigacion.

Finalmente, con ello se pretende no solo promover habilidades argumentativas y éticas, sino
también cultivar una actitud de responsabilidad y compromiso con la calidad y la integridad
cientifica. En definitiva, el desafio no radica en rechazar el uso de la inteligencia artificial, sino en
aprender a integrarla de manera critica y estratégica, reconociendo que el pensamiento
humano sigue siendo el nucleo rector en la generacion de conocimiento en psicologia, aun con
Sus propios limites y sesgos.
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